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Ανάλυση ∆ιασποράς (Analysis of Variance, ANOVA) 

 
Στην ANOVA (Analysis of Variance) συγκρίνουµε τους µέσους όρους (means) 
περισσότερων από δυο πληθυσµών (populations). 
 
Για παράδειγµα, µπορεί να θέλουµε να συγκρίνουµε την µέση ετήσια ενεργειακή 
κατανάλωση ανά νοικοκυριό (annual mean energy consumption per household) 
διαφορετικών περιοχών µιας χώρας. 
 
Ο απλούστερος τύπος ANOVA ονοµάζεται one-way ANOVA. 
 
Προκειµένου να ασχοληθούµε µε ANOVA, πρέπει πρώτα να µελετήσουµε την κατανοµή 
F (F-distribution), που έχει ονοµαστεί έτσι προς τιµήν του Sir Ronald Fisher (1890-
1962). 
 

 
 
Ο Fisher είχε περιγραφεί ως «slight, bearded, eloquent, reactionary and quirkish; 
genial to his disciples and hostile to his dissenters». 
 
Να δυο καµπύλες που έχουν το σχήµα της κατανοµής F: 
 

 
 
Οι βασικές ιδιότητες (properties) των καµπυλών που έχουν το σχήµα της κατανοµής 
F (F curve) είναι: 
1. το συνολικό εµβαδόν (area) κάτω από την καµπύλη ισούται µε ένα 
2. η ελάχιστη τιµή (min) της καµπύλης είναι µηδέν 
3. η µέγιστη τιµή (max) της καµπύλης είναι το συν άπειρο (plus infinity) – η καµπύλη 

τείνει προς τον οριζόντιο άξονα ασυµπτωτικά (asymptotically) 
4. η καµπύλη F έχει θετική στρέβλωση (right skewed, δηλαδή το «σουβλί» είναι στα 

δεξιά). 
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Όπως µπορούµε να δούµε από το προηγούµενο σχήµα, η µορφή της κατανοµής F 
καθορίζεται από δυο αριθµητικές παραµέτρους που ονοµάζονται βαθµοί ελευθερίας 
(degrees of freedom): 
1. ο πρώτος ονοµάζεται βαθµοί ελευθερίας του αριθµητή (numerator) 
2. ο δεύτερος ονοµάζεται βαθµοί ελευθερίας του παρονοµαστή (denominator). 
 

 
 

Συµβολίζουµε τις κρίσιµες τιµές (critical values) της κατανοµής F µε το σύµβολο Fα, 
που συµβολίζει την τιµή F που έχει εµβαδόν α (άλφα) προς τα δεξιά (δηλαδή από 
πάνω). 
 
Υπενθυµίζουµε ότι το α ισούται µε ένα µείον το επίπεδο εµπιστοσύνης. Συνήθως το 
επίπεδο εµπιστοσύνης είναι ίσο µε 95% οπότε το α είναι ίσο µε 5% ή 0.05. 
 
Να ένα παράδειγµα υπολογισµού κρίσιµης τιµής από πίνακες: 
 

 
 
Επειδή οι πίνακες της κατανοµής F δεν περιέχουν τιµές για όλους τους βαθµούς 
ελευθερίας, αν χρειαστεί, κάνουµε γραµµική παρεµβολή (linear interpolation) 
ανάµεσα στις τιµές του πίνακα. 
 
Αν έχουµε πρόσβαση σε υπολογιστή, κάνουµε χρήση κατάλληλου λογισµικού όπως το 
δωρεάν πρόγραµµα PQRS, για παράδειγµα στο παρακάτω σχήµα υπολογίζουµε 
επαληθεύουµε την κρίσιµη τιµή της κατανοµής (F=3.26) για βαθµούς ελευθερίας 
(4,12): 
 

 
 
Ας πούµε τώρα δυο λόγια για την λογική πίσω από την ανάλυση one-way ANOVA. 
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Καταρχήν υπενθυµίζουµε ότι για να συγκρίνουµε τις µέσες τιµές (means) µιας 
µεταβλητής ανάµεσα σε δυο πληθυσµούς (populations), χρησιµοποιούµε t-test. 
 
Η ANOVA µας επιτρέπει να συγκρίνουµε τις µέσες τιµές µιας εξαρτηµένης 
(dependent) µεταβλητής ανάµεσα σε περισσότερους από δυο πληθυσµούς! 
 
Στην one-way ANOVA, οι πληθυσµοί καθορίζονται από τις τιµές µιας µόνο άλλης 
ανεξάρτητης (independent) µεταβλητής, που ονοµάζεται παράγοντας (factor). Οι 
δυνατές τιµές του παράγοντα (factor) ονοµάζονται επίπεδα (levels). 
 
Για να επιστρέψουµε τώρα στο αρχικό παράδειγµα ώστε να αποσαφηνίσουµε τις 
έννοιες που συζητήσαµε. 
 
Θέλουµε να συγκρίνουµε την µέση ετήσια ενεργειακή κατανάλωση ενός νοικοκυριού 
(annual mean energy consumption per household). Η µεταβλητή αυτή είναι η 
εξαρτηµένη µεταβλητή (dependent variable). 
 
Έστω ότι εξετάζουµε τις ακόλουθες 5 περιοχές της Ελλάδας: 
1. Πελοπόννησος 
2. ∆υτική Ελλάδα 
3. Ανατολική Ελλάδα 
4. Μακεδονία και Θράκη 
5. Νησιωτική Ελλάδα 
 
Οι 5 αυτοί πληθυσµοί των οποίων θα συγκρίνουµε την ενεργειακή κατανάλωση, 
ορίζονται από τον παράγοντα (factor) περιοχή (region), που λαµβάνει τις ανωτέρω 5 
διακριτές τιµές. Η µεταβλητή αυτή είναι η ανεξάρτητη µεταβλητή (independent 
variable). 
 
∆ηλαδή, η ANOVA αποτελεί γενίκευση του pooled t-test σε περισσότερους από δυο 
πληθυσµούς. 
 
Ας εξετάσουµε τώρα τις προϋποθέσεις (assumptions) για την εφαρµογή της ANOVA: 
1. Τα δείγµατα (samples) που επιλέγονται από τους πληθυσµούς πρέπει να είναι 

ανεξάρτητα (independent). 
2. Η µεταβλητή που αναλύεται (εξαρτηµένη) πρέπει να είναι κανονικά κατανεµηµένη 

σε κάθε ένα από τους πληθυσµούς. Η προϋπόθεση αυτή λέγεται normality 
assumption. 
� Για να ελέγξουµε την ικανοποίηση αυτής της προϋπόθεσης µπορούµε να 

ελέγξουµε το σχήµα της κατανοµής της εξαρτηµένης µεταβλητής σε κάθε 
πληθυσµό µε ιστογράµµατα (histograms) 

� Ο έλεγχος αυτός γίνεται πριν από την ANOVA. 
� Σηµειώνεται ότι η ANOVA είναι ανθεκτική (robust) σε µέτριες παραβιάσεις 

(violations) αυτής της προϋπόθεσης. 
3. Η τυπική απόκλιση (standard deviations) της µεταβλητής που εξετάζεται πρέπει 

να είναι ίδια σε κάθε πληθυσµό. 
� Ως εµπειρικό κανόνα (rule of thumb), θεωρούµε ότι η προϋπόθεση των ίσων 

τυπικών αποκλίσεων ικανοποιείται εάν ο λόγος της µεγαλύτερης προς τη 
µικρότερη τυπική απόκλιση είναι µικρότερος από 2. 

� Και εδώ σηµειώνεται ότι η ANOVA είναι επίσης ανθεκτική (robust ) σε µέτριες 
παραβιάσεις (violations) αυτής της προϋπόθεσης. 
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Οι προϋποθέσεις της κανονικότητας και των ίσων τυπικών αποκλίσεων µπορούν 
να ελεγχθούν µε γραφική ανάλυση των καταλοίπων (residuals). 
 
Το κατάλοιπο (residual) µιας παρατήρησης (observation) ορίζεται ως η διαφορά 
ανάµεσα στην παρατήρηση και το µέσο όρο του πληθυσµού στον οποίο ανήκει. 
 
Ο έλεγχος αυτός είναι παρόµοιος µε αυτόν που γίνεται στην παλινδρόµηση 
(regression) και γίνεται µετά την ANOVA. 
 
Για να εµπεδώσουµε την λογική της ANOVA, ας θεωρήσουµε ότι έχουµε δυο 
ανεξάρτητα τυχαία δείγµατα (independent random samples) από δυο πληθυσµούς 
(populations). 
 
Έστω ότι 1x 20=  και 2x 25= . Μπορούµε, από τα δεδοµένα αυτά, να συµπεράνουµε ότι 

1 2µ µ≠ ; 

 
Στην ακόλουθη περίπτωση (έστω ότι τα δείγµατα αποκαλούνται POP1 και POP2), 
πιθανότατα 1 2µ µ= : 
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Ενώ στην ακόλουθη περίπτωση (έστω ότι τα δείγµατα αποκαλούνται POP3 και POP4), 
µάλλον 1 2µ µ≠ : 

 

 
 
Άρα δεν φθάνει να ξέρουµε το µέσο όρο των δειγµάτων – πρέπει να ξέρουµε και τη 
διασπορά µέσα σε κάθε δείγµα! 
 
Περιγραφικά στατιστικά µεγέθη για τα 4 αυτά δείγµατα (POP1, POP2, POP3 και 
POP4): 
 
Descriptive Statistics 
 
Variable          N        Mean          SD     Minimum     Maximum 
POP1              6      20.000 10.237 8.0000      37.000 
POP2              6      25.000 10.936 9.0000      40.000 
POP3              6      20.000 1.0954 18.000      21.000 
POP4              6      25.000 1.5492 24.000      28.000 

 
Στα δυο πρώτα δείγµατα (POP1 και POP2), η διαφορά ανάµεσα στους µέσους όρους 
( 1x 20=  και 2x 25= ) δεν είναι µεγάλη σε σχέση µε την τυπική απόκλιση ανάµεσα στα 

δείγµατα (s1=10.237 και s2=10.936)! 
 
Ως εκ τούτου, δεν µπορούµε να είµαστε σίγουροι κατά πόσον η διαφορά ανάµεσα 
στους µέσους όρους των δειγµάτων οφείλεται στην διαφορά των µέσων όρων των 
πληθυσµών ή απλά στη διασπορά των παρατηρήσεων µέσα σε κάθε πληθυσµό! 
 
Η διασπορά αυτή µέσα στα δείγµατα αποτελεί «θόρυβο» (noise), που µπερδεύει την 
εικόνα και δεν µας επιτρέπει να βγάλουµε ασφαλή συµπεράσµατα! 
 
Στα δυο δεύτερα δείγµατα (POP3 και POP4), η διαφορά ανάµεσα στους µέσους όρους 
( 1x 20=  και 2x 25= ) είναι µεγάλη σε σχέση µε την τυπική απόκλιση ανάµεσα στα 

δείγµατα (s1=1.0954 και s2=1.5492)! 
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Αυτή τη φορά είναι σαφές ότι η διαφορά ανάµεσα στους µέσους όρους των δειγµάτων 
οφείλεται σε διαφορά ανάµεσα στους µέσους όρους των πληθυσµών και όχι στη 
διασπορά των παρατηρήσεων µέσα σε κάθε πληθυσµό! 
 
Ας δουλέψουµε τώρα ένα πλήρες πρόβληµα ώστε να κατανοήσουµε πλήρως την 
εφαρµογή της µεθόδου. 
 
Έστω ότι εξετάζουµε την ετήσια κατανάλωση ενέργειας ανά νοικοκυριό σε 4 περιοχές 
των ΗΠΑ 
1. Northeast 
2. Midwest 
3. South και 
4. West. 
 
Η διαδικασία για τη σύγκριση της ενεργειακής κατανάλωσης στις 4 αυτές περιοχές 
µέσω ANOVA έχει ως εξής: 
 

 
 
Έστω ότι τα πραγµατικά δεδοµένα είναι ως κατωτέρω 
 

 
 
όπου οι ενεργειακές καταναλώσεις εκφράζονται σε δεκάδες εκατοµµύρια BTU (British 
Thermal Units). 
 
Η µηδενική (null) και εναλλακτική (alternative) υπόθεση είναι: 
 

Η0: µ1=µ2=µ3=µ4 
Ηα: δεν είναι ίσοι όλοι οι µέσοι όροι των 4 πληθυσµών 
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Σε αντίθεση µε απλούστερα τεστ, η διεξαγωγή ανάλυσης ANOVA µε το χέρι δεν είναι 
ούτε εύκολη ούτε σκόπιµη. 
 
Συνεπώς, την εκτελούµε µε στατιστικό πακέτο, που µας δίνει τα ακόλουθα 
αποτελέσµατα («έξοδος» του προγράµµατος ή output): 
 
One-Way AOV for: NORTHEAST MIDWEST SOUTH WEST 
 
Source    DF        SS        MS       F        P 
Between    3    97.500   32.5000 6.32 0.0050 
Within    16    82.300    5.1438 
Total     19   179.800 
 
Grand Mean 11.900    CV 19.06 
 
Homogeneity of Variances        F        P 
Levene's Test                0.67   0.5856 
O'Brien's Test               0.46   0.7127 
Brown and Forsythe Test      0.79   0.5189 
 
Welch's Test for Mean Differences 
Source        DF       F        P 
Between  3.0    5.64   0.0211 
Within       8.3 
 
Component of variance for between groups   5.50797 
Effective cell size                            5.0 
 
Variable   N    Mean      SE 
NORTHEAST 5 13.000 1.0143 
MIDWEST 6 14.500 0.9259 
SOUTH 4 10.000 1.1340 
WEST 5 9.200 1.0143 

 
Ως συνήθως, στο output υπάρχουν πολλές πληροφορίες που µπορούµε, σε πρώτη 
φάση, να τις αγνοήσουµε. 
 
Κάτω-κάτω, βλέπουµε τους µέσους όρους (mean) σε κάθε ένα από τα 4 δείγµα 
( 1x 13= , 2x 14.5= , 3x 10=  και 4x 9.2= ). 

 
Ενδιαφέρον ενδιάµεσο µέγεθος στην ANOVA είναι ο συνολικός µέσος όρος (overall 
mean) όλων των δειγµάτων, που µπορεί να βρεθεί και από τους µέσους όρους ( ix ) και 

τα µεγέθη (ni) των δειγµάτων: 
 

k

i i
i 1

k

i
i 1

nx
5 13 6 14.5 4 10 5 9.2

x 11.9
5 6 4 5

n

=

=

× + × + × + ×
= = =

+ + +

∑

∑
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Βλέπουµε ότι ο συνολικός µέσος όρος (x 11.9= ) είναι µικρότερος των µέσων όρων 
τριών περιοχών ( 1x 13= , 2x 14.5= , 3x 10= ) και µεγαλύτερος του µέσου όρου της 

τετάρτης ( 4x 9.2= ). 

 
Αξίζει επίσης να αναφέρουµε από τον πρώτο-πρώτο πίνακα: 
� η στήλη DF δείχνει τους βαθµούς ελευθερίας (Degrees of Freedom) 
� η στήλη SS δείχνει το άθροισµα των τετραγώνων (Sum of Squares) 
� η στήλη MS δείχνει το µέσο άθροισµα των τετραγώνων (Mean Square) 
 
Οι τιµές των MS υπολογίζονται αν διαιρέσουµε το SS µε το αντίστοιχο DF: 
 

between
between

between

SS 97.5
MS 32.5

DF 3
= = =  

 

within
within

within

SS 82.3
MS 5.1438

DF 16
= = =  

 
Τέλος, η τιµή του F υπολογίζεται ως εξής: 
 

between

within

MS 32.5
F 6.32

MS 5.1438
= = =  

 
Από όλα τα ανωτέρω αξίζει να θυµάστε ότι 
� το MSbetween µετράει την διαφορά ανάµεσα στους µέσους όρους των δειγµάτων και 

για τον υπολογισµό του πρέπει να υπολογίσουµε το συνολικό µέσο όρο! 
� το MSwithin µετράει την διασπορά µέσα σε κάθε δείγµα και για τον υπολογισµό του, 

ουσιαστικά κάνουµε χρήση της προϋπόθεσης ότι η τυπική απόκλιση της µεταβλητής 
που εξετάζεται είναι ίδια σε κάθε πληθυσµό 

� εποµένως, µεγάλες τιµές του λόγου τους, δηλαδή του F, δείχνουν ότι η διαφορά 
ανάµεσα στους µέσους όρους των δειγµάτων είναι µεγάλη σχετικά µε τη διασπορά 
των παρατηρήσεων µέσα σε κάθε δείγµα και ως εκ τούτου θα πρέπει να 
απορρίψουµε την µηδενική υπόθεση! 

 
Να και µια άλλη όψη του πίνακα της ANOVA: 
 

 
 
Επικεντρωνόµαστε λοιπόν σε αυτό το test statistic, δηλαδή το F=6.32, µε αντίστοιχη 
πιθανότητα p=0.0050. Επειδή 0.0050<0.05, απορρίπτουµε την µηδενική υπόθεση 
 

Η0: µ1=µ2=µ3=µ4 
 
και συµπεραίνουµε υπέρ της εναλλακτικής 
 

Ηα: δεν είναι ίσοι όλοι οι µέσοι όροι των 4 πληθυσµών 



9 

 
Αν αγνοούσαµε την πιθανότητα που είναι ήδη υπολογισµένη από το στατιστικό πακέτο 
(p=0.0050) και θέλαµε να συγκρίνουµε την τιµή του test statistic (F=6.32) µε την 
κρίσιµη τιµή που αντιστοιχεί σε επίπεδο εµπιστοσύνης 95%, θα έπρεπε να πάµε στους 
πίνακες της κατανοµής F µε βαθµούς ελευθερίας 
 

(k-1,n-k) 
 
όπου 

k: ο αριθµός των δειγµάτων που εξετάζονται 

n: ο συνολικός αριθµός παρατηρήσεων (
k

i
i 1

n n
=

= ∑ ) 

 
Στην περίπτωσή µας: 
 

k 4 k 1 3= ⇒ − =  
 

1 2 3 4n n n n n 5 6 4 5 20 n k 20 4 16= + + + = + + + = ⇒ − = − =  

 
και από τον πίνακα της κατανοµής F για βαθµούς ελευθερίας (3,16) βρίσκουµε 
 

Fcritical=3.24 
 
Επαληθεύουµε λοιπόν ότι 
 

F=6.32>3.24=Fcritical 
 
και ως εκ τούτου απορρίπτουµε τη µηδενική υπόθεση υπέρ της εναλλακτικής. 
 
Χρήσιµο θα ήταν και να βλέπαµε µια γραφική παράσταση των µέσων όρων των 
πληθυσµών: 
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Στην κορυφή κάθε κόκκινης µπάρας είναι σχεδιασµένο διάστηµα εµπιστοσύνης 95%. 
 
Ο έλεγχος καταλοίπων (residuals) γίνεται µε τα επόµενα δυο διαγράµµατα: 
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Το πρώτο διάγραµµα καταλοίπων (normal probability plot) δείχνει ότι τα κατάλοιπα 
είναι κανονικά κατανεµηµένα, µε εξαίρεση τις ουρές του διαγράµµατος (κάτω αριστερά 
και πάνω δεξιά) όπου τα σηµεία ξεφεύγουν λίγο από την ευθεία γραµµή. 
 
Το δεύτερο διάγραµµα καταλοίπων (residuals by fitted value plot) δείχνει ότι τα 
κατάλοιπα είναι σχετικά οµοιόµορφα κατανεµηµένα πάνω και κάτω από τον άξονα του 
µηδενός και στους 4 εξεταζόµενους πληθυσµούς. 
 
Κρίνουµε λοιπόν ότι οι γραφικοί έλεγχοι δεν µας έδειξαν κάτι ανησυχητικό ως προς την 
τήρηση των προϋποθέσεων. 
 
Συνεπώς, τα δεδοµένα των 4 δειγµάτων µας επιτρέπουν να συµπεράνουµε, σε επίπεδο 
εµπιστοσύνης 95%, ότι η µέση ετήσια ενεργειακή κατανάλωση είναι δεν είναι ίδια στις 
4 αυτές περιοχές που εξετάσαµε. 
 
Ας κάνουµε τώρα µερικές χρήσιµες παρατηρήσεις ως προς το τι µπορούµε και τι δεν 
µπορούµε να κάνουµε µε την ANOVA. 
 
Πρώτον, ενώ η ANOVA µας επιτρέπει να εξάγουµε το συµπέρασµα ότι η µέση ετήσια 
ενεργειακή κατανάλωση δεν είναι ίδια στις 4 περιοχές που εξετάσαµε, δεν µας 
επιτρέπει να γνωρίζουµε τη σχέση ανάµεσα στις περιοχές, δηλαδή ποια µέση ετήσια 
ενεργειακή κατανάλωση είναι µεγαλύτερη ή µικρότερη. Τέτοια συµπεράσµατα µπορούν 
να εξαχθούν µε τη µέθοδο των πολλαπλών συγκρίσεων (multiple comparisons), 
που δεν θα εξετασθούν και είναι εκτός ύλης. 
 
∆εύτερον, τι θα κάναµε εάν κάποια από τις προϋποθέσεις της ANOVA δεν τηρείτο; 
Τότε, θα καταφεύγαµε σε µη παραµετρική (nonparametric) µέθοδο, που στην 
περίπτωση της ANOVA είναι ο έλεγχος Kruskal Wallis. Για την εφαρµογή του ελέγχου 
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Kruskal Wallis αρκεί να έχουµε ανεξάρτητα δείγµατα και το σχήµα της κατανοµής 
στους διαφορετικούς πληθυσµούς να είναι ίδιο (όχι απαραίτητα κανονικό). 


