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Βασικές µέθοδοι πολυµεταβλητής στατιστικής 
(multivariate statistics) 

 
 

1. Αντικείµενο 
 
Στο παρόν φυλλάδιο παρουσιάζονται οι ακόλουθες µέθοδοι πολυµεταβλητής στατιστικής 
(multivariate statistics): 

1. ανάλυση κύριων συνιστωσών (Principal Component Analysis) 
2. ανάλυση παραγόντων (Factor Analysis), της οποίας εξετάζεται µόνο η συγγένεια µε τη 

µέθοδο PCA 
3. ανάλυση συστάδων (Cluster Analysis) 
4. ανάλυση κανονικοποιηµένης συσχέτισης (Canonical Correlation Analysis). 

 
Το δείγµα (sample) που θα αναλυθεί σε όλες τις µεθόδους του φυλλαδίου, αποτελεί τµήµα του 
δείγµατος που χρησιµοποιήθηκε από τους Paravantis και Iliadis (2009) σε έρευνα του Ψηφιακού 
Χάσµατος (digital divide) και περιλαµβάνει πληροφορίες για την διείσδυση των τεχνολογιών 
πληροφορικής και επικοινωνιών (Information and Communication Technologies ή ICT) για 209 
χώρες. 
 
Οι µεταβλητές που εξετάζουµε παρουσιάζονται στον κατωτέρω πίνακα: 
 

Πίνακας 1. Μεταβλητές 

Αύξων 
αριθµός 

Όνοµα 
µεταβλητής 

Εξήγηση 

1  LOGBBSUB  λογάριθµος αριθµού συνδροµητών ευρείας ζώνης (broadband) 
ανά 100 κατοίκους 

2  LOGINTBPP  λογάριθµος ταχύτητας διεθνούς Internet (σε bits ανά λεπτό) 

3  LOGINTUSER  λογάριθµος αριθµού χρηστών Internet ανά 100 κατοίκους 

4  TELSUB  αριθµός συνδροµητών σταθερής και κινητής τηλεφωνίας 
ανά 100 κατοίκους 

5  LOGSERV  λογάριθµος αριθµού ασφαλών εξυπηρετητών (secure servers) 
Internet ανά ένα εκατοµµύριο κατοίκους 

6  LOGTEL  λογάριθµος αριθµού τηλεφωνικών γραµµών ανά 100 κατοίκους 

7  LOGPC  λογάριθµος αριθµού υπολογιστών ανά 100 κατοίκων 

8  LOGOUTG  λογάριθµος εξερχόµενης τηλεφωνικής κίνησης σε λεπτά της 
ώρας 

9  CELLSUB  αριθµός συνδροµητών κινητής τηλεφωνίας ανά 100 κατοίκους 

 
Κάποιες από τις µεταβλητές του ανωτέρω πίνακα έχουν µετασχηµατισθεί λογαριθµικά για να αρθεί 
η στρεβλότητα τους ώστε να βελτιωθεί η κατανοµή τους. Σε µερικές από αυτές, έχει προστεθεί η 
µονάδα ώστε να µην υπάρχουν µηδενικές τιµές στα πρωτογενή δεδοµένα και να µπορούν να 
εξαχθούν οι λογάριθµοι. 
 
Σε όλες τις ενότητες του φυλλαδίου, χρησιµοποιούµε το στατιστικό πακέτο Stagraphics Centurion 
(έκδοση 16), που είναι ιδιαίτερα φιλικό και πλήρες ως προς τις πολυµεταβλητές αναλύσεις που 
περιέχει (http://www.statgraphics.com). 
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2. Ανάλυση κύριων συνιστωσών (Principal Component Analysis) 
 
Με τη µέθοδο αυτή, όπως και την ανάλυση παραγόντων, γίνεται προσπάθεια να µειωθεί ο αριθµός 
των µεταβλητών (variables), τις οποίες επιθυµούµε να αναλύσουµε. Η µείωση αυτή επιτυγχάνεται 
µε την εξαγωγή ενός µικρού αριθµού γραµµικών συνδυασµών (linear combinations) των αρχικών 
µεταβλητών, που ονοµάζονται κύριες συνιστώσες (principal components). 
 
Για να γίνει πιο κατανοητό, στη συγκεκριµένη περίπτωση που έχουµε 9 αρχικές µεταβλητές (X1, X2 
έως και την Χ9), η πρώτη κύρια συνιστώσα (PC1) που θα εξάγουµε θα είναι της µορφής: 
 

1 1 1 2 2 9 9PC a X a X a X= + + +⋯  

 
όπου a1, a2 έως και a9 είναι οι βαρυτικοί συντελεστές (weights) των αρχικών µεταβλητών στην 
εξίσωση της πρώτης κύριας συνιστώσας. 
 
Οι µεταβλητές, από τις οποίες θέλουµε να εξάγουµε κύριες συνιστώσες, πρέπει να είναι µεταξύ 
τους συσχετισµένες. Αυτό µπορούµε να το ελέγξουµε µε διαγράµµατα διασποράς (scatterplots) και 
συντελεστές συσχέτισης (correlation coefficients) ανά δυο µεταβλητές. Εάν υπάρχουν µεταβλητές 
που δεν είναι συσχετισµένες µε τις υπόλοιπες, αυτές δεν πρόκειται να συνεισφέρουν στις κύριες 
συνιστώσες που εξάγουµε. 
 
Στην συγκεκριµένη περίπτωση, όλα τα διαγράµµατα διασποράς φαίνονται στο παρακάτω σχήµα: 
 

 
Σχήµα 1. Πίνακας διαγραµµάτων διασποράς (matrix plot) 

 
Αν και κάποια διαγράµµατα διασποράς (για παράδειγµα στην αριστερή κάθετη στήλη ή δεξιά –
πάνω­πάνω) δείχνουν ότι κάποιες εκ των συσχετίσεων δεν είναι γραµµικές ούτε εξαιρετικά 
ισχυρές, θεωρούµε ότι η συσχέτιση των µεταβλητών είναι αρκετά ικανοποιητική για να 
προχωρήσουµε µε την ανάλυση κύριων συνιστωσών. Λάβετε υπόψη σας ότι ο λογαριθµικός 
µετασχηµατισµός κάποιων µεταβλητών έχει βελτιώσει όχι µόνο τις κατανοµές τους αλλά και τις 
συσχετίσεις τους µε τις άλλες µεταβλητές – πέραν αυτού, δεν µπορούµε να κάνουµε κάτι άλλο. 
 
Το πλαίσιο διαλόγου (dialog box) που εµφανίζεται από το Statgraphics και δείχνει τις επιλογές που 
διατίθενται για την ανάλυση κύριων συνιστωσών (PCA) είναι: 
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Σχήµα 2. Πλαίσιο διαλόγου PCA 

 
Πριν από την ανάλυση κύριων συνιστωσών, τα δεδοµένα µετατρέπονται σε τυπικές τιµές (z 
scores) δηλαδή κανονικοποιούνται (standardized), που όπως θυµάστε από το µάθηµα του 
προηγουµένου εξαµήνου, σηµαίνει ότι αφαιρούµε από κάθε τιµή (x) τον µέσος όρος της 
µεταβλητής ( x ) και µετά διαιρούµε µε την τυπική απόκλιση της µεταβλητής (s): 
 

x x
z

s

−
=  

 
Παρατηρείστε ότι αυτό το έχουµε ήδη επιλέξει στο κάτω αριστερό µέρος του προηγούµενου 
παραθύρου διαλόγου (standardize). 
 
Η επόµενη σηµαντική απόφαση που πρέπει να πάρουµε πριν εκτελεστεί η PCA είναι το πώς θα 
χειριστούµε τα ελλιπή δεδοµένα, δηλαδή εκείνες τις παρατηρήσεις (observations ή cases) που 
περιέχουν ελλιπείς τιµές (missing values) σε µια ή περισσότερες µεταβλητές. 
 
Όπως φαίνεται από το παραπάνω πλαίσιο διαλόγου (πάνω αριστερά, εκεί που αναγράφεται 
Missing Value Treatment), υπάρχουν δυο επιλογές διαχείρισης των ελλιπών δεδοµένων: 

1. διαγραφή όλων των παρατηρήσεων που έχουν έστω και µια ελλιπή τιµή (listwise) σε 
κάποια µεταβλητή 

2. διαγραφή των παρατηρήσεων που έχουν µια ελλιπή τιµή στη συγκεκριµένη φάση 
υπολογισµού της στατιστικής µεθόδου που εκτελείται (pairwise), για παράδειγµα εάν 
υπολογίζαµε τη µέση τιµή των µεταβλητών δεν θα είχε νόηµα να διαγράψουµε µια 
παρατήρηση εάν είχε ελλιπή τιµή σε άλλη µεταβλητή από αυτή της οποίας υπολογίζεται η 
µέση τιµή! 

 
Η δεύτερη µέθοδος (pairwise) εν γένει καταλήγει στη διαγραφή λιγότερων παρατηρήσεων από την 
πρώτη (listwise) αλλά είναι εντελώς ακατάλληλη γιατί δεν µπορούµε να είµαστε ποτέ σίγουροι επί 
ποίου υποσυνόλου έχει υπολογιστεί το κάθε κοµµάτι µιας στατιστικής ανάλυσης που ζητήσαµε. 
 
Ως εκ τούτου, στις πολυµεταβλητές µεθόδους πάντα επιλέγουµε τη διαγραφή παρατηρήσεων που 
περιέχουν ελλιπή δεδοµένα µε τη µέθοδο listwise. 
 
Ερχόµαστε τώρα στις επιλογές που αφορούν την PCA. Η κυριότερη είναι η επιλογή της µεθόδου 
εξαγωγής των κύριων συνιστωσών, που την αφήνουµε στην ήδη επιλεγµένη µέθοδο των ιδιοτιµών 
(eigenvalues). Ας δούµε τα αποτελέσµατα της ανάλυσης και εξηγούµε περισσότερα για τις 
ιδιοτιµές και άλλες λεπτοµέρειες της µεθόδου στην πορεία. 
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Πίνακας 2. Προκαταρτικές πληροφορίες ανάλυσης κύριων συνιστωσών 

Principal Components Analysis 
Data variables:  
  LOGBBSUB 
  LOGINTBPP 
  LOGINTUSER 
  TELSUB 
  LOGSERV 
  LOGTEL 
  LOGPC 
  LOGOUTG 
  CELLSUB 
 
Data input: observations 
Number of complete cases: 124 
Missing value treatment: listwise 
Standardized: yes 

 
Στον Πίνακα 2 επιβεβαιώνεται 

• η επιλογή της µεθόδου PCA 

• οι µεταβλητές που έχουν εισαχθεί για ανάλυση 

• το ότι οι ελλιπείς παρατηρήσεις διαγράφηκαν µε τη µέθοδο listwise, γεγονός που µας 
περιόρισε από τις 209 παρατηρήσεις (δηλαδή χώρες) που είχαµε αρχικά, σε 124 χώρες 

• και το ότι τυποποιήθηκαν οι τιµές πριν από την ανάλυση (Standardized: yes). 
 
Το κύριο τµήµα της εξόδου (output) της ανάλυσης κύριων συνιστωσών είναι το εξής: 
 

Πίνακας 3. Ιδιοτιµές κύριων συνιστωσών 

Component    Percent of  Cumulative 
Number  Eigenvalue  Variance  Percentage 

1  7.54703  83.856  83.856 

2  0.409759  4.553  88.409 

3  0.329638  3.663  92.071 

4  0.246342  2.737  94.809 

5  0.165991  1.844  96.653 

6  0.118244  1.314  97.967 

7  0.102871  1.143  99.110 

8  0.0678222  0.754  99.863 

9  0.0123025  0.137  100.000 
 
Η ανάλυση συνοδεύεται και από διάγραµµα Scree, όπου στον άξονα Ψ βρίσκονται οι ιδιοτιµές 
(eigenvalues) και στον άξονα Χ βρίσκονται οι κύριες συνιστώσες (principal components): 
 



 

5 

 

Σχήµα 3. ∆ιάγραµµα Scree 
 
Για να αποφασίσουµε πόσες κύριες συνιστώσες (principal components) θα κρατήσουµε, 
χρησιµοποιούµε δυο κριτήρια: 

1. Το κριτήριο του Kaiser (1960), σύµφωνα µε το οποίο κρατάµε όσες κύριες συνιστώσες 
έχουν ιδιοτιµή µεγαλύτερη της µονάδας. Αξίζει να αναφέρουµε ότι κύριες συνιστώσες µε 
ιδιοτιµές µικρότερες της µονάδες εξηγούν µικρότερη διασποράς των αρχικών δεδοµένων 
από µια µεταβλητή, συνεπώς δεν έχει έννοια να τις διατηρήσουµε! 

2. Το κριτήριο του Cattell (1966), σύµφωνα µε το οποίο κοιτάµε το διάγραµµα Scree και 
κρατάµε εκείνες τις κύριες συνιστώσες που βρίσκονται πριν από την αλλαγή κλίσεως της 
τεθλασµένης γραµµής. 

 
Ας εφαρµόσουµε το κάθε κριτήριο για να δούµε πόσες κύριες συνιστώσες κρατάµε στην 
περίπτωση της ανάλυσής µας. 
 
Σύµφωνα µε τον Πίνακα 3, µόνο η πρώτη κύρια συνιστώσα (component) έχει ιδιοτιµή µεγαλύτερη 
της µονάδας και, ως εκ τούτου, πληροί το κριτήριο Kaiser: η ιδιοτιµή αυτή ισούται µε 7.54703 
(δηλαδή είναι πολύ µεγαλύτερη της µονάδας), πράγµα που σηµαίνει ότι η πρώτη κύρια συνιστώσα 
εξηγεί την διασπορά των αρχικών δεδοµένων που προκαλείται από περίπου 7.5 αρχικές 
µεταβλητές! Πράγµατι, σύµφωνα µε τις δυο επόµενες στήλες του πίνακα που δείχνουν το ποσοστό 
της διασποράς που εξηγείται από (α) κάθε µια κύρια συνιστώσα και (β) αθροιστικά από όλες τις 
συνιστώσες µέχρι και την τρέχουσα, η πρώτη κύρια συνιστώσα εξηγεί το 83.856% του συνόλου 
της διασποράς που παρατηρείται στις µεταβλητές που εξετάζουµε (παρατηρείστε ότι 
7.54703

0.83856=83.856%
9

= ). 

 
Επιβεβαιώστε ότι και η εφαρµογή του κριτηρίου του Cattell στο διάγραµµα Scree, µας δίνει µια 
κύρια συνιστώσα (δείτε το κοµµάτι της µπλε γραµµής που βρίσκεται αριστερά και πάνω­πάνω), 
πριν από το σηµείο αλλαγής της καµπύλης (που βρίσκεται στο βύθισµα της γραµµής κάτω από 
την οριζόντια κόκκινη γραµµή). Μάλιστα, αυτή η οριζόντια κόκκινη γραµµή µας δείχνει γραφικά την 
εφαρµογή του κριτηρίου του Kaiser, δηλαδή δείχνει τη θέση του κάθετου άξονα στον οποίο έχουµε 
την τιµή της µονάδας για τις ιδιοτιµές. 
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Για να δούµε την εξίσωση της πρώτης κύριας συνιστώσας, που µόλις υπολογίσαµε: 
 

Πίνακας 4. Βαρυτικοί συντελεστές πρώτης κύριας συνιστώσας 

  Component 
  1 

LOGBBSUB  0.325403 

LOGINTBPP  0.342834 

LOGINTUSER  0.34349 

TELSUB  0.349357 

LOGSERV  0.33715 

LOGTEL  0.331005 

LOGPC  0.329754 

LOGOUTG  0.305296 

CELLSUB  0.333712 

 
Για να είµαστε σίγουροι ότι καταλαβαίνουµε αυτό τον πίνακα, γράφουµε κατωτέρω την εξίσωση 
της πρώτης κύριας συνιστώσας, PC1, βασιζόµενοι στην ανωτέρω πίνακα: 
 
PC1 = 0.325403×LOGBBSUB + 0.342834×LOGINTBPP + 0.34349×LOGINTUSER + 

0.349357×TELSUB + 0.33715×LOGSERV + 0.331005×LOGTEL + 0.329754×LOGPC + 
0.305296×LOGOUTG + 0.333712×CELLSUB 

 
Πράγµατι λοιπόν, µια κύρια συνιστώσα αποτελεί γραµµικό συνδυασµό των τιµών των µεταβλητών 
στις οποίες βασίζεται. Μην ξεχνάµε όµως ότι οι τιµές αυτές είναι κανονικοποιηµένες. 
 
Παρατηρούµε ότι όλες οι µεταβλητές εµφανίζονται µε θετικό πρόσηµα και παρόµοιες τιµές 
βαρυτικών συντελεστών, στην εξίσωση αυτή της πρώτης κύριας συνιστώσας. Αυτό σηµαίνει ότι 
όλες οι επιµέρους µεταβλητές του Πίνακα 1, που µετράνε διαφορετικά χαρακτηριστικά της 
διείσδυσης ψηφιακών τεχνολογιών στις κοινωνίες των κρατών που εξετάστηκαν, συνεισφέρουν 
ισόποσα στην διαµόρφωση της κύριας συνιστώσας, που αποτελεί ένα είδος δείκτη ψηφιακής 
διείσδυσης. Από δω και πέρα, αντί να αναλύουµε τις 9 επιµέρους µεταβλητές, µπορούµε να 
αναλύσουµε την µια κύρια συνιστώσα. 
 
Συνοψίζοντας και καταλήγοντας, από τις 9 µεταβλητές που εξετάσαµε εξάγουµε µια µόνο κύρια 
συνιστώσα, η οποία εξηγεί την διασπορά των σηµείων που προκαλείται από περίπου 7.5 από τις 
9 αρχικές µεταβλητές. 
 
Στην επόµενη ενότητα προβαίνουµε σε σύντοµο σχολιασµό των οµοιοτήτων και διαφορών της 
µεθόδου ανάλυσης παραγόντων (Factor Analysis) µε τη µέθοδο των κύριων συνιστωσών 
(Principal Component Analysis). 
 
 

3. Ανάλυση παραγόντων (Factor Analysis) 
 
απλή αναφορά οµοιοτήτων και διαφορών της µεθόδου µε τη µέθοδο PCA 
 
 

4. Ανάλυση συστάδων (Cluster Analysis) 
 
Ο στόχος της ανάλυσης συστάδων είναι διαφορετικός από αυτόν της ανάλυσης κύριων 
συνιστωσών: µε την ανάλυση συστάδων, οµαδοποιούνται οι παρατηρήσεις (observations ή cases) 
αντί να οµαδοποιούνται (σε γραµµικούς συνδυασµούς) οι µεταβλητές. 
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Ειδικά στην περίπτωση του ψηφιακού χάσµατος, ενδιαφέρει να δούµε κατά πόσον οι χώρες που 
έχουµε στο δείγµα µας οµαδοποιούνται σε δυο συστάδες, που η µια θα περιείχε αναπτυγµένες 
χώρες µε µεγάλη διείσδυση ψηφιακών τεχνολογιών ενώ η άλλη αναπτυσσόµενες χώρες µε µικρή 
διείσδυση ψηφιακών τεχνολογιών. 
 
Επιχειρούµε λοιπόν να οµαδοποιήσουµε τις ίδιες µεταβλητές που αναλύσαµε στην ενότητα των 
κύριων συνιστωσών. 
 
Το πλαίσιο διαλόγου του Statgraphics για την ανάλυση συστάδων φαίνεται στο παρακάτω σχήµα: 
 

 
Σχήµα 4. Πλαίσιο διαλόγου ανάλυσης συστάδων 

 
Καταρχήν παρατηρήστε ότι δεν υπάρχει επιλογή για την διαγραφή των ελλιπών δεδοµένων 
(pairwise ή listwise), όπως στην περίπτωση της ανάλυσης κύριων συνιστωσών. Αυτό γιατί λόγω 
της φύσης της µεθόδου ανάλυσης συστάδων, οι παρατηρήσεις που έχουν έστω και ένα ελλιπές 
δεδοµένο διαγράφονται αυτόµατα (listwise). 
 
Παρατηρήστε ότι στο κάτω δεξιά µέρος του πλαισίου είναι επιλεγµένη η επιλογή Standardize 
(τυποποίηση ή κανονικοποίηση των δεδοµένων). Πράγµατι αποτελεί σωστή πρακτική πριν από 
την ανάλυση συστάδων να τυποποιούµε τα δεδοµένα µας ώστε να µην µας οδηγήσουν σε 
παράδοξες επιλογές συσταδοποίησης ενδεχόµενες µεγάλες διαφορές ανάµεσα στις τιµές 
διαφορετικών µεταβλητών. 
 
Πάνω από το Standardize υπάρχει µια επιλογή για την συσταδοποίηση παρατηρήσεων 
(observations) ή µεταβλητών (variables). Αγνοήστε αυτή την επιλογή – πάντα θα διαλέγουµε 
συσταδοποίηση παρατηρήσεων. 
 
Τέλος, κάτω αριστερά µπορούµε να διαλέξουµε τον αριθµό των συστάδων (number of clusters). 
Αρχικά, αφήστε αυτό το νούµερο στο ένα (1) για να δούµε όλο το δενδρόγραµµα, και µετά 
αποφασίζουµε για τον βέλτιστο αριθµό συστάδων. 
 
Πάµε τώρα στην ουσία της ανάλυσης συστάδων: τις επιλογές µεθόδου σύνδεσης (linkage method) 
και µέτρου απόστασης (distance metric). 
 
Να θυµάστε ότι υπάρχουν συγκεκριµένοι συνδυασµοί µεθόδων σύνδεσης και µέτρων απόστασης, 
που η βιβλιογραφία θεωρεί κατάλληλους. Στα πλαίσια του µαθήµατος µας, θα χρησιµοποιήσουµε 
ένα δοκιµασµένο τέτοιο συνδυασµό: τη σύνδεση των σηµείων µε τη µέθοδο του Ward µε µέτρο 
απόστασης το τετράγωνο της Ευκλείδειας απόστασης (squared Euclidean). Η µέθοδος Ward τείνει 
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να σχηµατίζει συστάδες µε τον ίδιο αριθµό παρατηρήσεων ενώ η τετραγωνισµένη Ευκλείδεια 
απόσταση τείνει να «τιµωρεί» τα σηµεία που είναι µακρινά και ασυνήθιστα (outliers). 
 
Το πρώτο µέρος της εκτύπωσης περιέχει τα ακόλουθα: 
 

Πίνακας 5. Προκαταρκτικές πληροφορίες ανάλυσης συστάδων 

Cluster Analysis 
Data variables:  
  LOGBBSUB 
  LOGINTBPP 
  LOGINTUSER 
  TELSUB 
  LOGSERV 
  LOGTEL 
  LOGPC 
  LOGOUTG 
  CELLSUB 
 
Number of complete cases: 124 
Clustering Method: Ward's 
Distance Metric: Squared Euclidean 
Clustering: observations 
Standardized: yes 

 
Επιβεβαιώνουµε τις µεταβλητές που αναλύσαµε, βλέπουµε ότι και πάλι έχουµε 124 παρατηρήσεις 
(µετά την διαγραφή των ελλιπών δεδοµένων µε τη µέθοδο listwise), επιβεβαιώνουµε ότι 
χρησιµοποιήσουµε τη µέθοδο Ward µε το τετράγωνο της Ευκλείδειας απόστασης (Squared 
Euclidean) καθώς και ότι τυποποιήσαµε τις τιµές πριν από την ανάλυση (Standardized: yes). 
 
Η υπόλοιπη εκτύπωση της ανάλυσης δεν έχει µεγάλη σηµασία γιατί είχαµε επιλέξει µόνο µια 
συστάδα, προκειµένου να αξιολογήσουµε το δενδρόγραµµα: 
 

 
Σχήµα 5. ∆ενδρόγραµµα (dendrogram) 

 

Dendrogram
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Για να αποφασίσουµε ποιος είναι ο βέλτιστος αριθµός συστάδων στις οποίες θα εντάξουµε τα 
δεδοµένα µας, κοιτάµε το δενδρόγραµµα και προσπαθούµε να διακρίνουµε σε πόσες συστάδες 
παρατηρείται η µεγαλύτερη αύξηση της απόστασης (distance, στον κάθετο άξονα) χωρίς να 
αλλάξει ο αριθµός των συστάδων. 
 
Στο συγκεκριµένο δενδρόγραµµα, δείτε ότι από την τιµή 600 µέχρι την τιµή 1100 (περίπου), η 
ύπαρξη δυο κάθετων µπλε γραµµών µας δείχνει ότι εκεί µπορούµε να χωρίσουµε τα δεδοµένα µας 
σε δυο συστάδες. Αν αντίθετα αποφασίζαµε να βασιστούµε στις τρεις κάθετες µπλε γραµµές που 
υπάρχουν από τη θέση 340 (περίπου) έως τη θέση 600 (περίπου), θα χωρίζαµε τα δεδοµένα µας 
σε τρεις συστάδες, αυτό όµως δεν θα ήταν βέλτιστο γιατί η απόσταση από το 340 έως το 600 
(=260) είναι µικρότερη από την απόσταση από το 600 έως το 1100 (=500)! 
 
Αποφασίζουµε λοιπόν να διαλέξουµε δυο συστάδες και ξανατρέχουµε την ανάλυση συστάδων για 
να πάρουµε την εξής εκτύπωση (το αρχικό κοµµάτι είναι ίδιο και δεν αναπαράγεται): 
 

Πίνακας 6. Εκτύπωση ανάλυσης συστάδων 

Cluster Summary 

Cluster  Members  Percent 

1  95  76.61 

2  29  23.39 

 
Centroids 

Cluster  LOGBBSUB  LOGINTBPP  LOGINTUSER  TELSUB  LOGSERV  LOGTEL 

1  0.21305  1.64702  0.968713  51.9748  0.413419  0.875458 

2  1.14134  3.5474  1.71885  145.202  2.22857  1.67746 

 

Cluster  LOGPC  LOGOUTG  CELLSUB 

1  0.64818  1.13796  38.3006 

2  1.59292  2.18026  96.0731 

 
Από τα περιληπτικά στοιχεία της ανάλυσης συστάδων (Cluster Summary), βλέπουµε ότι οι 124 
χώρες χωρίστηκαν σε δυο συστάδες, µια εκ των οποίων περιέχει 95 χώρες ενώ η άλλη 29 χώρες. 
 
Στο κάτω µέρος της εκτύπωσης βλέπουµε τις τιµές των σηµείων που είναι στα κέντρα των 
συστάδων (Centroids) για κάθε µεταβλητή. Παρατηρήστε ότι στο κέντρο της δεύτερης συστάδας, 
όλες οι µεταβλητές έχουν µεγαλύτερες τιµές από το κέντρο της πρώτης συστάδας, για παράδειγµα 
ο αριθµός συνδροµητών σταθερής και κινητής τηλεφωνίας είναι 145.202 στο κέντρο της δεύτερης 
συστάδας και 51.9748 στο κέντρο της πρώτης. 
 
Πετύχαµε λοιπόν µε την ανάλυση συστάδων να χωρίσουµε τις χώρες σε δυο συστάδες: 29 
αναπτυγµένες ψηφιακά χώρες και 95 αναπτυσσόµενες! Η διάκριση των χωρών στις δυο αυτές 
συστάδες αναδεικνύει το ψηφιακό χάσµα σε ποσοτική και συγκεκριµένη βάση. 
 
 

5. Ανάλυση κανονικοποιηµένης συσχέτισης (Canonical Correlation Analysis) 
 
Η ενότητα αυτή είναι εκτός ύλης για την εξεταστική περίοδο του Φεβρουαρίου 2011. 
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